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ABSTRACT

In this paper, we present a methodology for precisely com-
paring the robustness of face recognition algorithms with
respect to changes in pose angle and illumination angle.
For this study, we have chosen four widely-used algorithms:
two subspace analysis methods (Principle Component Analy-
sis (PCA) and Linear Discriminant Analysis (LDA)) and
two probabilistic learning methods (Hidden Markov Mod-
els (HMM) and Bayesian Intra-personal Classifier (BIC)).
We compare the recognition robustness of these algorithms
using a novel database (FacePix) that captures face images
with a wide range of pose angles and illumination angles.
We propose a method for deriving a robustness measure for
each of these algorithms, with respect to pose and illumina-
tion angle changes. The results of this comparison indicate
that the subspace methods perform more robustly than the
probabilistic learning methods in the presence of pose and
illumination angle changes.

1. INTRODUCTION

Face Recognition has been an active area of research for
the last decade, due to the availability of fast computing
systems and an increased level of security requirements in
public places. The research has not only lead to the devel-
opment of improved algorithms, but also the deployment of
access control and identity verification systems, based on
face recognition. Although there are numerous algorithms
today that can achieve acceptable recognition rates on ide-
alized image sets, there exists no algorithm capable of ade-
quately recognizing people in real-world situations.

This paper proposes a methodology for evaluating the
robustness of face recognition algorithms with respect to
variation in pose and illumination angles. We measure the
robustness of recognition algorithms using a face database
called FacePix [1], which includes images of faces recorded
at precisely measured pose and illumination angles. This
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comprehensive database, along with the proposed method-
ology, provides a useful evaluation tool for Face Recogni-
tion Systems (FRS).

As discussed in the Section 2, though many attempts
have been made to measure robustness of face recognition
algorithms, there has been no method that has proven ade-
quate. The research described here demonstrates a method-
ology for evaluating the robustness of face recognition algo-
rithms. An analysis is carried out on four face recognition
algorithms that were identified by [2] as being the most ba-
sic and widely used.

The rest of this paper is organized as follows. Section
2 reviews the research that has gone into comparing the ro-
bustness of various face recognition algorithms. Section 3
explains in detail the FacePix database that we have used,
along with the details of the methodology. The results of
the experiments are reported in Section 4 and a discussion
of these results is provided in Section 5. Section 6 concludes
the paper with a discussion of extensions to our work.

2. RELATED WORK

Computer vision researchers [3] [4] have emphasized the
need to find methodologies to characterize the performance
of face recognition algorithms, which deal with a huge amount
of high-dimensional data.While Micheals et al. [5] and Bev-
eridge et al. [6] employed elaborate statistical techniques
in an attempt to obtain evaluation estimates, the FERET
face database that they used did not include a wide range
of pose and illumination angles, thus limiting the applica-
tion of their results. In fact, virtually all attempts to mea-
sure recognition rates, including [7] [8] and [9] make no at-
tempt to study the robustness of face recognition algorithms
with respect to changes in pose angle or illumination an-
gle. In view of the importance of this unanswered question,
we evaluate the robustness of face recognition algorithms
under varying pose and illumination conditions by using a
comprehensive database of face images with precisely mea-
sured pose and illumination angles.
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3. METHODOLOGY

3.1. The FacePix Database

Earlier works on Face Recognition algorithms have used
databases such as FERET, XM2VTS, the CMU PIE Data-
base, AT&T, Oulu Physics Database, Yale Face Database,
Yale B Database and MIT Database for evaluating the recog-
nition performance of algorithms. Some of these databases
provide face images with a wide variety of pose angles and
illumination angles. However, none of them use a precisely
calibrated mechanism for acquiring pose and illumination
angles. To achieve a precise measure of recognition robust-
ness this study uses a database called FacePix, which con-
tains face images with pose and illumination angles anno-
tated in 1 degree increments. Figure 1 shows the apparatus
that is used for capturing the face images. A video cam-
era and a spot light are mounted on separate annular rings
which rotate independently around a subject seated in the
center. Angle markings on the rings are captured simultane-
ously with the face image in a video sequence, from which
the required frames are extracted.

Fig. 1. FacePix capture apparatus

The FacePix database consists of two sets of face im-
ages: a set with pose angle variations, and a set with illumi-
nation angle variations. Each set may be conceptualized as
a 2D matrix of face images, where each matrix has 30 rows
(representing 30 different subjects), and 181 columns (rep-
resenting angles from−90◦ to +90◦ at 1 degree increments)
1. All the face images (elements) in each matrix are 128 pix-
els wide and 128 pixels high. These images are normalized,
such that the eyes are centered on the 57th row of pixels
from the top, and the mouth is centered on the 87th row of
pixels. The pose angle images appear to rotate such that the
eyes, nose, and mouth features remain centered in each im-
age. Also, although the images are down sampled, they are
scaled as much horizontally as vertically, thus maintaining
their original aspect ratios. Figure 2 provides two exam-
ples extracted from the database, showing pose angles and

1The illumination set is captured with the subject looking directly into
the camera while the light source is moved around the subject

illumination angles ranging from −90◦ to +90◦ in steps of
10◦.

Fig. 2. FacePix Database: Pose and Illumination sets

3.2. The Experimental Procedure

We run several experiments on the FacePix database, and
combine the results of these experiments to gauge the ro-
bustness of the various face recognition algorithms. Each
experiment measures the degradation in recognition rate as
an algorithm attempts to recognize probe (test) images far-
ther and farther (in terms of pose or illumination angle) from
the gallery (training) set. Each such experiment may be con-
ceptualized as a function, with the following inputs:

• Algorithm to test: PCA [10], LDA [11], BIC [12], or
HMM [13]

• Database set: Pose angle, or Illumination angle

• Gallery set list: One or more columns from the given
database set, e.g., all the images at pose angles −90◦,
0◦, and +90◦ (NOTE: In this scheme, each gallery
set contains only one image of each subject. How-
ever, some of the algorithms require multiple versions
of each image in each gallery set. In such cases, we
artificially manufacture 3 additional versions of each
gallery image. One of these images is a low-pass fil-
tered version of the original image, while two of these
images are noisy versions of the original image.)

• Probe set: The entire 2D matrix of the database set

The output of this function is the ”distance” of each probe
image to the ”nearest” gallery image of the gallery set(s).

Using these distances, we produce a rank ordering of
the 30 subjects for each probe image (A rank of 0 indicates
correct recognition of the probe image). These ranks then
provide a basis for computing a measure of robustness (R)
for the algorithm trained with the chosen gallery sets. The
robustness at a particular angle θ is given by

R(θ) = 1 − 2
N − 1

(
1
N

N∑
i=1

rθi

)
(1)

where,
N is the number of subjects in the database.
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rθi is the rank that is assigned for the ith subject at the pose
or illumination angle θ (this value ranges from 0 to N − 1).

A Robustness value of 1 means that the recognition was
accurate, while a value of 0 means that the recognition was
no better than guessing randomly.

4. RESULTS

Figure 3 shows the robustness curves for all four face recog-
nition algorithms, as a function of pose and illumination an-
gles. The solid line illustrates the pose angle robustness,
while the dotted line illustrates the illumination angle ro-
bustness. Each row in Figure 3 corresponds to one algo-
rithm, and each column corresponds to a different training
set. The first column shows the results when the algorithms
were trained with just the 0◦ images, while the second col-
umn shows the results when trained with −90◦, 0◦, and 90◦

images. The third column shows the results when trained
with −90◦, −45◦, 0◦, +45◦, and +90◦. Table 1 and Table
2 show the average robustness across pose and illumination
variations respectively, while Table 3 and Table 4 show the
average recognition rate across pose and illumination varia-
tions.

Fig. 3. Robustness curves

5. DISCUSSION OF THE RESULTS

The robustness graphs are a direct measure of the recogni-
tion reliability of the algorithms. This is evident from the

0◦ −90◦, 0◦, 90◦ −90◦, 0◦, 90◦

45◦ −45◦

PCA 0.4306 0.8039 0.9178
LDA 0.3485 0.7985 0.9245
HMM 0.4391 0.5764 0.8317
BIC 0.3003 0.6250 0.8443

Table 1. Average Robustness for Pose

0◦ −90◦, 0◦, 90◦ −90◦, 0◦, 90◦

45◦ −45◦

PCA 0.7715 0.9136 0.9735
LDA 0.7820 0.949 0.9888
HMM 0.3278 0.5483 0.7735
BIC 0.8108 0.9388 0.9740

Table 2. Average Robustness for Illumination

0◦ −90◦, 0◦, 90◦ −90◦, 0◦, 90◦

45◦ −45◦

PCA 20.74% 50.53% 71.66%
LDA 20.70% 56.92% 78.67%
HMM 31.68% 41.27% 63.50%
BIC 18.42% 45.19% 69.47%

Table 3. Recognition rate for Pose

0◦ −90◦, 0◦, 90◦ −90◦, 0◦, 90◦

45◦ −45◦

PCA 48.84% 71.71% 90.33%
LDA 53.04% 79.52% 94.92%
HMM 19.26% 37.38% 59.37%
BIC 49.80% 79.10% 93.54%

Table 4. Recognition rate for Illumination
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direct relationship between the average robustness and the
average recognition rate for both pose and illumination vari-
ations. Comparing the robustness of HMM with PCA, LDA
and BIC, it is clear that HMM is the poorest performing al-
gorithm.

From the roll off regions of the robustness curves, it is
clear that the two subspace methods (PCA and LDA) have a
more gradual roll off than the probabalistic methods (HMM
and BIC); accordingly they have a better recognition rate
across changes in both pose and illumination angles.

The roll off rate is higher near 0◦ (i.e. frontal views)
than at the edges (i.e. profile views). This suggests that
better overall robustness might be achieved by using a more
densely spaced gallery set around the frontal region than
towards the profile regions.

Comparing the results from each of the algorithms with
respect to pose angle variance, LDA ranks first, followed by
PCA, close behind is BIC with HMM being the last. For il-
lumination angle variance, LDA performs the best, followed
by BIC, PCA and HMM. Thus, LDA performs best with re-
spect to changes in both pose angle and illumination angle.

The robustness curves have a symmetrical structure, as
expected, except near the −30◦ to −10◦ region of the il-
lumination curves (For example, see Figure 3(a)-PCA 0◦).
There seems to be a anomalous drop in the robustness curve.
Since this is consistent across 3 of the 4 algorithms, we sus-
pect an anomaly in our FacePix database. This is currently
under investigation.

6. CONCLUSION AND FUTURE WORK

In this paper, we have presented a novel methodology for
evaluating the recognition robustness of face recognition al-
gorithms with respect to changes in pose angle and illumi-
nation angle. The FacePix database has been used to mea-
sure the robustness of four popular face recognition algo-
rithms. Work is currently in progress to increase the size of
the FacePix database. As a part of future research in this
direction, we intend to apply statistical analysis techniques
to the robustness data to further explore the recognition ro-
bustness of face recognition algorithms.
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